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Abstract—Traditional path planning techniques treat humans as obstacles. This has changed since robots started to enter human environments. On modern robots, social navigation has become an important aspect of navigation systems. To use learning-based techniques to achieve social navigation, a powerful framework that is capable of representing complex functions with as few data as possible is required. In this study, we benefited from recent advances in deep learning at both global and local planning levels to achieve human-aware navigation on a simulated robot. Two distinct deep models are trained with respective objectives: one for global planning and one for local planning. These models are then employed in the simulated robot. In the end, it has been shown that our model can successfully carry out both global and local planning tasks. We have shown that our system could generate paths that successfully reach targets while avoiding obstacles with better performance compared to feed-forward neural networks.

I. INTRODUCTION

Mobile robot navigation has been studied for decades. Many notable techniques have been proposed in this area over the years, [1], [2], [3]. These approaches have prioritized the safety and the robustness features, i.e. the principal driving factor behind the development in this field has been the collision avoidance [4]. On the other hand, as humans start to share their environments with robots, new requirements for mobile robot navigation have emerged.

In [5], physical and mental aspects of the safety are separately evaluated. This separation reveals the need to question the psychological efficiency of navigation systems of mobile robots. Keeping in mind the assumption that humans prefer to interact with machines in the same way that they interact with other people, in order to achieve a natural integration to the environments populated by people, mobile robots must be developed to be not only safe but also comprehensible.

Broadly speaking, human-aware navigation corresponds to the navigation that complies with the social rules of the people. In their own environments, humans tend to work cooperatively to realize social navigation. Then, it is only natural to imitate this behavior on the robots to achieve socially-acceptable navigation. However, imitating people introduces new constraints to be satisfied by the navigation systems of robots.

These constraints have been addressed in many studies in the literature. Essentially, these studies can be divided into two categories: manually-encoded controllers and learning-based ones. One of the notable studies of the first category is the Social Force Model (SFM) [6]. Based on the behavioral techniques from social sciences, SFM suggests that pedestrians move under the effect of certain abstract forces, just like the particles in an electrical field. While the navigational goal attracts the pedestrian, obstacles and other people exert repulsive forces. Despite its wide application[7], [8], [9], some researchers state that not being based on the statistical data is a weakness of the model [10].

To create statistics-based socially compliant navigation frameworks, a large number of machine learning algorithms have been employed. One of the popular algorithms is Inverse Reinforcement Learning (IRL) [11], [12], [13]. Given the perfect expert demonstrations, IRL tries to identify the underlying reward structure, which in turn can be used by any Reinforcement Learning (RL) algorithm to create a human-aware navigation policy. Even though the justification of the unfixed reward function is appealing, the features that shape the reward function are assumed to be known, which is considered as a strong assumption [14]. Generally in this domain, feature engineering leads to strong assumptions. This problem can be solved by extracting the social behaviors and navigation strategies of pedestrians directly from the data. This is challenging because the controller needs to be complex enough to capture the non-linearities in the data.

To address this issue in social navigation domain, deep learning techniques have been used. In [15], Deep Reinforcement Learning is used to obtain a socially plausible navigation policy. As in other RL approaches, this procedure relies on a predefined reward which is difficult to obtain. Imitation Learning skips the reward extraction and tries to learn policies directly from the data. In [16] and [17], Generative Adversarial Networks are used for this purpose. These approaches are complex enough to overcome the aforementioned issues. However, these models need too much data to be trained [18]. On the other hand, the preferred system needs to learn from a small dataset and to generalize to novel configurations.

Moreover, the majority of the studies on this domain target only the local controller of the robot as it is the part that creates motion commands to drive the robot. However, using only the local controller makes the robot vulnerable to local minima [19]. Today, typical robotic navigation systems adopt the two-layered hierarchical approach for path planning tasks. Given a map of the environment, a robot firstly calculates a trajectory in the so-called global planning phase. Then, the robot follows the computed trajectory with
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a controller in the so-called *local planning* phase.

In this paper, we use Conditional Neural Processes (CNPs) [20] in order to address the issues mentioned above in both global and local planning phases. CNPs can be modified to generate complete trajectories to replace the global planner. Also, they can create goal-directed behavior while actively avoiding obstacles. This characteristic makes it a candidate for the local planner, as well. CNPs extract the prior knowledge directly from the training data by sampling observations from it, and uses it to predict a conditional distribution over any other target points. CNPs can learn complex temporal relations in connection with external parameters and goals. In this paper, we present the initial results of our system. Upon successful preliminary results with this conceptual model, we aim to extend this work to integrate our path planning system into an actual robot in another study.

II. RELATED WORK

Traditionally, approaches to solve the path planning problem can be divided into two categories based on the environmental knowledge they use: deliberate and reactive. Deliberate planners exploit the environmental knowledge by means of static maps and calculate the robot’s trajectory before execution. On the other hand, reactive planners rely on sensory information to deal with local parts of the environment. Either approach has its advantages and drawbacks. Hence, the evolution of the path planning approaches leads to the combination of these two approaches. Hybrid frameworks have been the typical approach for many years, as explained in [21].

In the following, we elaborate on this conventional framework’s building blocks and the social navigation concept.

A. Hierarchical Path Planning

The standard hybrid path planning framework combines the strengths of deliberate and reactive planners. It consists of a two-phased procedure in a hierarchical manner; global planning is for the deliberation and local planning for the reactivity.

1) Global Path Planner: In the first phase of a standard hierarchical path planning pipeline, a global planning procedure is applied. On the static map of the environment, the function of a global planner is to generate a path from the starting position to the destination. Conventionally, many graph search algorithms have been applied to calculate the trajectory between initial and goal configurations, the most popular being A* explained in [22]. For a more complete list of global planning approaches, see [23].

The global planning itself is not sufficient to navigate the robot between two points. Local planning is needed to create velocity commands that handle the cases with new or dynamic obstacles.

2) Local Path Planner: In order to realize computed trajectories, the local planning procedures are used in the second phase of hierarchical path planning. The most prominent objective of the local planner is to generate velocity commands so that the robot can follow the computed trajectory. In addition, by using the sensory information about the robot’s surroundings, it is the local planner’s duty to avoid obstacles. There are many local planning algorithms in the literature, such as [24], [4], [25], [26], [27], [28]. For a more complete list, see [29].

On the other hand, despite being quite safe, these traditional controllers take no account of social norms. They consider people as obstacles to be avoided. Recent attempts to create local controllers that consider these norms has paved the way for social robot navigation.

B. Social Navigation

According to [30], the benefits of social navigation are threefold: it increases the comfort of the people around the robot, it improves the naturalness of the robotic platform and it also enhances the sociability of the robot. Furthermore, in [5], physical and mental aspects of safety are separately evaluated. For us, this separation reveals the need to question the psychological efficiency of navigation systems of mobile robots.

The concept of social navigation lies in the intersection of two concepts: navigation and human-robot interaction. It describes improving the navigation of the robot to enhance its comprehensibility by the humans around. Figure 1 is rather self-explanatory. On the left, we see a robot with a perfectly safe navigation plan. In contrast, although non-optimal, the planned path on the right is socially compliant.

Fig. 1: Comparison between regular and social navigation.

III. METHOD

In this work, we address two parts of the hierarchical path planning individually and show that the capabilities of the model we propose can handle both global and local planning. We suggest employing a variant of Conditional Neural Processes (CNPs) for both of them separately.

CNP is a powerful deep learning framework, which is inspired by the flexibility of stochastic processes, but organized as neural networks and trained with gradient descent [20]. Since its emergence, CNPs and variants have been successfully applied in several robot learning problems [31], [32], [33]. Instead of outputting a single value, CNP learns a Gaussian distribution over the demonstrated trajectories. The
set $D$, representing all demonstrations is defined as follows:

$$D = \{ D_i \}_{i=0}^{N},$$

where each $D_i$ is a trajectory of a number of points in a high-dimensional space. Essentially, $D_i = (X_t, \gamma(X_t), SM(X_t))_{t=0}^{T}$, where $X$ is the state variable, $\gamma(X)$ is a function representing task parameters and $SM(X)$ is the sensorimotor function to be learned. The encoder network produces a latent representation for each trajectory and these representations are passed through an averaging operation to create a compact representation $r_{AVG}$ for the task at hand. Subsequently, $X_q$, $\gamma(X_q)$ and $r_{AVG}$ are fed to the Query Network to produce an estimate for $SM(X_q)$. $\mu_q$ and $\sigma_q$ respectively represent the estimated mean and the variance. Figure 2 shows the overall model.

The model consists of an encoder network which outputs latent representations by using the sampled points on the demonstrated trajectories. These representations in the latent space are then averaged to come up with a compact representation of the trajectory. At query time, this compact representation is concatenated with the target point and the resulting vector is fed to the query network to generate the estimated sensorimotor response of the model.

1) Global Planning: One of the most powerful aspects of the CNPs approach is its ability to generate complete trajectories. Upon training the encoder and query networks, target points can be simultaneously processed from the starting point to the end to create an entire trajectory. This ability can be exploited to create global plans in the first phase of a hierarchical path planning procedure.

2) Local Planning: We also benefit from CNPs in reactively responding to the changes in its domain. With this, we substitute the local planning module of the hierarchical path planners with local CNPs. This requires sensory input to be processed by the CNP as task parameters. In the current study, high-level parameters such as distance to the obstacles or relative position to the goal point are used as input to the local CNPs. It was shown that CNPs can efficiently handle low-level and high-dimensional input as well, as shown in [34].

IV. EXPERIMENTS AND RESULTS

A. Environment

Our system was verified in CoppeliaSim simulation environment [35] that includes an omnidirectional robot platform (Robotino [36]). The Social Force Model, described in [6], is implemented as the local controller of the robot to gather demonstration trajectories. With the assumption that it generates socially plausible trajectories, 1000 trajectories with randomly different starting, goal and obstacle poses are recorded. Single, multiple, stationary and dynamic objects are placed at random positions in each trial. The data collection process is shown in Figure 3.

B. Global Planner

To show the path planning capability of our method, the model is fed with the entire trajectories of positions of the robot and trained on these demonstrations. The representation of the data is as follows:

$$X = time \cdot step$$
$$\gamma(X) = (start_x, start_y, goal_x, goal_y, obs_x, obs_y)$$
$$SM(X) = (position_x, position_y),$$

where $obs_x$ and $obs_y$ refers to the obstacle’s $x$ and $y$ positions. Fig. 4a illustrates the training phase and Fig. 4b shows how the entire path is queried.

To show the strength of CNPs over standard neural networks, we compare their performance on the trajectory planning task. For this purpose, we implemented a 5-layered standard feed-forward neural network and trained it on the same dataset of 1000 trajectories. The comparison of their performances on a global planning task is given in Figure 5. This result shows that while a feed-forward neural...
(a) Training the network with a randomly chosen demonstration trajectory.

(b) Generating a global path in test phase.

Fig. 4: CNP as the global planner.

network cannot generate global paths that avoid obstacles, our system can. We believe that this is due to the capability of our system to learn multiple-modes of operations. Standard feed-forward networks, given demonstration paths that avoid obstacles from different sides, probably interpolates these paths; whereas our system can learn to generate trajectories from both sides.

C. Local Planner

From the local perspective, the input parameters of our local network are distance-to-goal, distance-to-obstacle and velocity commands. Here, the formulation of the problem is as follows:

\[ X = (\text{distance to goal}_x, \text{distance to goal}_y) \]
\[ \gamma(X) = (\text{distance to obs}_x, \text{distance to obs}_y) \]
\[ SM(X) = (\text{velocity}_x, \text{velocity}_y) \]

Note this time that, we do not use a linearly increasing phase variable, as we did in the case of global planning. Conditioned on the starting and destination poses, the use of the task parameter \( \gamma(X) \) gave the model the ability to reactivity change the velocity commands with respect to changing obstacle positions.

The resulting local planner is shown to work on several different configurations, as shown in Figures 6 and 7. Since our local planner is trained on the trajectories created by SFM, we believe that the policy it learned imitates SFM’s behavior. Further comparison is needed to support this claim.

V. LIMITATIONS AND FUTURE WORK

In this study, the preliminary results of our framework which is a hierarchical framework that is built on top of CNPs is presented. We showed that our model can generate reasonable paths at both global and local levels while avoiding obstacles. This work needs to be extended with a thorough statistical analysis comparing with strong baselines in successful social-aware navigation tasks. As a part of this endeavour, we plan to train our models on actual human data. Thus, we would elude the critics of SFM and prove that our model could work with real human data. Furthermore, most importantly, we plan to transfer and verify learned models in real robots.

Another direction of research to extend this work is to incorporate detectors that discover groups of people from
raw sensory information. Human trajectory prediction can also be added to create smoother paths during navigation. For this purpose, graph neural networks [37] that represent the world as nodes and relations between those nodes, can be employed.

CNP s have a number of drawbacks. The most important one to mention is that it cannot successfully extrapolate to the outside of the state space that it is trained on. For a mobile robot controller, this limitation is crucial since extrapolation might lead to a collision. Such cases do occur frequently when the dimensionality of the state space is high and the dataset is insufficient. We plan to learn models that detect whether the robot is trying to extrapolate and fall back to the manual controller when extrapolation occurs.
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